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Multipath-based simultaneous localization and mapping

(MP-SLAM) is a promising approach to obtain position infor-

mation of transmitters and receivers as well as information regarding

the propagation environments in future mobile communication

systems. Usually, specular reflections of the radio signals occurring

at flat surfaces are modeled by virtual anchors (VAs) that are mirror

images of the physical anchors (PAs). In existing methods for MP-

SLAM, each VA is assumed to generate only a single measurement.

However, due to imperfections of the measurement equipment such

as noncalibrated antennas or model mismatch due to roughness

of the reflective surfaces, there are potentially multiple multipath

components (MPCs) that are associated with one single VA. In this

paper, we introduce a Bayesian particle-based sum-product algorithm

(SPA) for MP-SLAM that can cope with multiple-measurements

being associated to a single VA. Furthermore, we introduce a novel

statistical measurement model that is strongly related to the radio

signal. It introduces additional dispersion parameters into the likeli-

hood function to capture additional MPC-related measurements. We

demonstrate that the proposed MP-SLAM method can robustly fuse

multiple measurements per VA based on numerical simulations.

I. INTRODUCTION

Multipath-based simultaneous localization andmap-
ping (MP-SLAM) is a promising approach to obtain
position information of transmitters and receivers as
well as information regarding their propagation environ-
ments in future mobile communication systems.Usually,
specular reflections of radio signals at flat surfaces are
modeled by virtual anchors (VAs) that are mirror im-
ages of the physical anchors (PAs) [1]–[4]. The positions
of these VAs are unknown. MP-SLAM algorithms can
detect and localize VAs and jointly estimate the time-
varying position of mobile agents [3]–[5]. The availabil-
ity of VA location informationmakes it possible to lever-
age multiple propagation paths of radio signals for agent
localization and can thus significantly improve localiza-
tion accuracy and robustness. In nonideal scenarios with
rough reflective surfaces [6], [7] and limitations in the
measurement equipment, such as noncalibrated anten-
nas [8], those standard methods are prone to fail since
multiple measurements can originate from the same PA
or VA.This shows the need for developing newmethods
to cope with these limitations.

A. State of the Art

The proposed algorithm follows the feature-based
SLAM approach [9], [10], i.e., the map is represented
by an unknown number of features, whose unknown
positions are estimated in a sequential (time-recursive)
manner. Existing MP-SLAM algorithms consider VAs
[3], [4], [11]–[13] or master VAs (MVAs) [14]–[16] as
features to be mapped. Most of these methods use es-
timated parameters related to multipath components
(MPCs) contained in the radio signal, such as distances
(which are proportional to delays), angle of arrivals
(AOAs), or angle of departures (AODs) [17]. These
parameters are estimated from the signal in a prepro-
cessing stage [17]–[23] and are used as “measurements”
available to the MP-SLAM algorithm. A complicating
factor in feature-based SLAM ismeasurement origin un-
certainty, i.e., the unknown association of measurements
with features [3], [4], [11], [22], [24]. In particular, (i) it is
not known which map feature was generated by which
measurement, (ii) there aremissed detections due to low
signal-to-noise ratio (SNR) or occlusion of features, and
(iii) there are false positive measurements due to clutter.
Thus, an important aspect of MP-SLAM is data associ-
ation between these measurements and the VAs or the
MVAs.Probabilistic data association can increase the ro-
bustness and accuracy of MP-SLAM but introduce ad-
ditional unknown parameters. State-of-the-art methods
forMP-SLAM are Bayesian estimators that perform the
sum-product algorithm (SPA) on a factor graph [3], [4],
[11] to avoid the curse of dimensionality related to the
high-dimensional estimation problems.

In these existing methods for MP-SLAM, each
feature is assumed to generate only a single mea-
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surement [25], [26]. However, due to imperfections
in the measurement equipment or model mismatch
due to nonideal reflective surfaces (such as rough
surfaces characterized by diffuse multipath [6], [7]),
there are potentially multiple MPCs that need to be
associated with a single feature (VAs or MVAs) to
accurately represent the environment. This is related to
the multiple-measurement-to-object data association in
extended object tracking (EOT) [24], [27]–[29]. In EOT,
the point object assumption is no longer valid; hence,
one single object can potentially generate more than
one measurement, resulting in a particularly challenging
data association due to the large number of possible
association events [28], [30], [31]. In [24], [29], an innova-
tive approach to this multiple-measurements-to-object
data association problem is presented. It is based on
the framework of graphical models [32]. In particular,
an SPA was proposed with computational complexity
that scales only quadratically in the number of objects
and the number of measurements, avoiding suboptimal
clustering of spatially close measurements.

B. Contributions

In this paper, we introduce a Bayesian particle-
based SPA for MP-SLAM that can cope with multiple-
measurements associated with a single VA. The pro-
posed method is based on a factor graph designed for
scalable probabilistic multiple-measurement-to-feature
association proposed in [24], [29]. We also introduce a
novel statistical measurement model that is strongly re-
lated to the radio signal. It introduces additional disper-
sion parameters into the likelihood function to capture
additional MPC-related measurements. The key contri-
butions of this paper are as follows.

1) We introduce the multiple-measurement-to-feature
data association proposed in [24] to MP-SLAM [3],
[11].

2) We use this multiple-measurement data associa-
tion to incorporate additional MPC-related mea-
surements originating from nonideal effects such as
rough reflective surfaces or noncalibrated antennas.

3) We introduce a novel likelihood function model that
is augmented with dispersion parameters to capture
these additionalMPC-relatedmeasurements that are
associated with a single VA.

4) We demonstrate based on synthetically generated
measurements that the proposedMP-SLAMmethod
robustly associates multiple measurements per VA
and that it is able to significantly outperform state-
of-the-art MP-SLAM methods [3], [11] in case addi-
tional MPC-related measurements occur.

This paper advances over the preliminary account
of our method provided in the conference publication
[33] by (i) presenting a detailed derivation of the factor
graph, (ii) providing additional simulation results, and

(iii) demonstrating performance advantages compared
to the classical MP-SLAM [3], [11].

C. Notation

Random variables are displayed in sans serif, upright
fonts; their realizations in serif, italic fonts. Vectors and
matrices are denoted by bold lowercase and uppercase
letters, respectively. For example, a random variable and
its realization are denoted by x and x, respectively, and a
randomvector and its realization by x and x, respectively.
Furthermore,‖x‖ and xT denote theEuclidean norm and
the transpose of vector x, respectively;∝ indicates equal-
ity up to a normalization factor; f (x) denotes the prob-
ability density function (PDF) of random vector x (this
is a short notation for fx(x)); f (x|y) denotes the condi-
tional PDF of random vector x conditioned on random
vector y (this is a short notation for fx|y(x|y)). The cardi-
nality of a setX is denoted as |X |. δ(·) denotes the Dirac
delta function.Furthermore, 1A(x) denotes the indicator
function, that is, 1A(x) = 1 if x ∈ A and 0 otherwise, for
A being an arbitrary set and R

+ being the set of positive
real numbers.Finally,δe denotes the indicator function of
the event e= 0 (i.e., δe = 1 if e= 0 and 0 otherwise). We
define the following PDFs with respect to x: The Gaus-
sian PDF is

fN(x;μ, σ ) = 1√
2πσ

e
−(x−μ)2

2 σ2 (1)
,

with mean μ and standard deviation σ [34]. The trun-
cated Rician PDF is [35, Ch. 1.6.7]

fTRice(x;s,u, λ) = 1

Q1( us ,
λ
s )

x
s2
e

−(x2+u2 )
2 s2 I0

(x u
s2

)
1R+ (x−λ),

(2)

with noncentrality parameter u, scale parameter s, and
truncation threshold λ. I0(·) is the zeroth-order modified
first-kind Bessel function and Q1(·, ·) denotes the Mar-
cumQ-function [34].The truncated Rayleigh PDF is [35,
Ch. 1.6.7]

fTRayl(x; s, λ) = x
s2
e

−(x2−λ2 )
2 s2 1R+ (x− λ), (3)

with scale parameter s and truncation threshold λ. This
formula corresponds to the so-called Swerling I model
[35]. The Gamma PDF is denoted as

G(x;α, β) = 1
βα�(α)

xk−1e− x
β , (4)

where α is the shape parameter,β is the scale parameter,
and �(·) is the gamma-function. Finally, we define the
uniform PDF fU(x; a,b) = 1/(b− a)1[a,b](x).

II. GEOMETRICAL RELATIONS

At each time n, we consider a mobile agent at po-
sition pn equipped with a single antenna and J base
stations, called PAs, equipped with a single antenna and
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Figure 1. Exemplary indoor environment (a) and representative re-
alization of a received signal (b).The floor plan in (a) includes an agent
at position pn, a PA at position p( j)pa , and two VAs at positions p( j)l,va for
corresponding surfaces. The signal shown in (b) is received by PA at
position p( j)pa . Nonideal antennas or reflective surfaces as indicated in

(a) by generic impulse responses h( j)ant,n(τ ) and h( j)surf,n(τ ) lead to the

received signal s
( j)
rx,n shown in (b) (c.f. received signal without disper-

sion). Resulting measurements (MPC parameter estimates) z( j)m,n are

indicated in the received signal s
( j)
rx,n shown in (b) alongside the pro-

posed dispersion model.

at known positions p( j)pa = [
p( j)1,pa p

( j)
2,pa

]T ∈ R
2, j ∈

{1, . . . , J}, where J is assumed to be known, in an en-
vironment described by reflective surfaces. Specular re-
flections of radio signals at flat surfaces are modeled by
VAs that are mirror images of PAs. In particular, VA
positions associated with single-bounce reflections are
given by

p( j)l,va = p( j)pa + 2
(
uTl el − uTl p

( j)
pa

)
ul, (5)

where ul is the normal vector of the according reflec-
tive surface, and el is an arbitrary point on this surface.
The second summand in (5) represents the normal vec-
tor w.r.t. this reflective surface in direction ul with the
length of two times the distance between PA j at posi-
tion p( j)pa and the normal-point at the reflective surface,

i.e., 2
(
uTl el − uTl p

( j)
pa

)
. An example is shown in Fig. 1(a).

VA positions associated with multiple-bounce reflec-
tions are determined by applying (5) multiple times. The

current number of visible VAs1 within the scenario (as-
sociated with single-bounce and higher-order bounce re-
flections) is L( j)

n for each of the J PAs.

III. RADIO SIGNAL MODEL

At each time n, the mobile agent transmits a signal
s(t) froma single antenna,and eachPA j∈{1, . . . , J} acts
as a receiver having a single antenna. The received com-
plex baseband signal at the jth PA is sampled Ns times
with sampling frequency fs = 1/Ts yielding an observa-
tion period of T = Ns Ts. By stacking the samples, we
obtain the discrete-time received signal vector

s( j)rx,n=
L( j)
n∑

l=1

α
( j)
l,n

(
s
(
τ
( j)
l,n

)+S( j)l∑
i=1

β
( j)
l,i,ns

(
τ
( j)
l,n +ν

( j)
l,i,n

))+w( j)
n, (6)

where s(τ ) � [s(−(Ns − 1)/2Ts − τ ) · · · s((Ns − 1)/
2Ts − τ )]T ∈ C

Ns×1 is the discrete-time transmit pulse.
The first term contains the sum over the line-of-sight
(LOS) component (l = 1) and theL( j)

n −1 specularMPCs
(for l ∈ {2, . . . ,L( j)

n }) termed main components. The lth
main-component is characterized by its complex ampli-
tude α

( j)
l,n ∈ C and its delays τ

( j)
l,n . The second term con-

tains the sum over S( j)l additional sub-components char-

acterized by complex amplitudes α
( j)
l,nβ

( j)
l,i,n and by (rela-

tive) delays τ
( j)
l,n +ν

( j)
l,i,n,where ν

( j)
l,i,n is the excess delay and

β
( j)
l,i,n ∈ R is a relative dampening variable.The delays τ

( j)
l,n

are proportional to the distances (ranges) between the
agent and either the jth PA (for l=1) or the correspond-
ing VAs (for l ∈ {2, . . . ,L( j)

n }). That is τ
( j)
1,n = ∥∥pn−p( j)pa

∥∥/c

and τ
( j)
l,n = ∥∥pn − p( j)l,va

∥∥/c for l ∈ {2, . . . ,L( j)
n }, where

c is the speed of light. The measurement noise vector
w( j)
n ∈ C

Ns×1 is a zero-mean, circularly-symmetric com-
plex Gaussian random vector with covariance matrix
σ ( j)2INs and noise variance σ ( j)2 = N( j)

0 /Ts. The compo-
nent SNR of MPC l is SNR( j)

l,n = |α( j)
l,n |2‖s(τ ( j)

l,n )‖2/σ ( j)2.
The component SNR of the subcomponents is given as
SNR( j)

l,i,n = β
( j) 2
l,i,n SNR( j)

l,n . The corresponding normalized

amplitude is u( j)l,n � SNR
( j) 1

2
l,n and u( j)l,i,n � SNR

( j) 1
2

l,i,n , re-
spectively. Details about the signal model given in (6)
are provided in Appendix A.

A. Signal Model Assumptions

To capture effects such as noncalibrated antennas
[22, Section VII-C], the scattering from a user-body [36],
[37], rural environments [38], [39] as well as nonideal re-
flective surfaces [6], we introduce the dispersion param-
eters ψ

( j)
τ,l,n and ψ

( j)
u,l,n. In this work, we assume the fol-

1AVAdoes not exist at time n,when the reflective surface correspond-
ing to this VA is obstructed with respect to the agent.
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lowing restrictions to this model: (i) the additional sub-
components with excess delays ν

( j)
l,i,n ∈ [0, ψ ( j)

τ,l,n] after

each MPC l have the same support, i.e., ψ
( j)
τ,l,n � ψτ,n

and (ii) the corresponding dampening variables are con-
stant β

( j)
l,i,n � ψ

( j)
u,l,n with the same value for each MPC

l, i.e., ψ ( j)
u,l,n � ψu,n. This model can be applied to ultra-

wideband systems with noncalibrated antennas [22, Sec-
tion VII-C] that introduce delay dispersion or to envi-
ronments containing moderate nonideal reflective sur-
faces [6], [7] that are approximately similar in behavior
and do not change significantly over the explored area.
An exemplary signal as well as the dispersion model is
shown in Fig. 1(b).2

B. Parametric Channel Estimation

By applying at each time n, a channel estimation
and detection algorithm (CEDA) [18]–[23] to the ob-
served discrete signal vector s( j)rx,n, one obtains, for each
anchor j, a number of M( j)

n measurements denoted by
z( j)m,n with m ∈ M( j)

n � {1, . . . ,M( j)
n }. Each z( j)m,n =

[z( j)τm,n z( j)um,n]T representing a potential MPC parame-
ter estimate, contains a delay measurement z( j)τm,n ∈
[0, τmax] and a normalized amplitude measurement

z( j)um,n ∈ [γ ,∞), where γ is the detection threshold.
The CEDA decomposes the signal s( j)rx,n into individual,
decorrelated components according to (6), reducing the
number of dimensions (as M( j)

n is usually much smaller
than Ns). It thus compresses the information contained
in s( j)rx,n into z( j)n = [z( j)T1,n · · · z( j)T

M( j)
n ,n

]T. The stacked vector

zn = [z(1) Tn · · · z(J) Tn ]T is used by the proposed algorithm
as a noisy measurement.

IV. SYSTEM MODEL

At each time n, the state xn = [pT
n vTn ]

T of the agent
consists of its position pn and velocity vn. We also in-
troduce the augmented agent state x̃n = [xTn ψ

T
n ]

T that
contains the dispersion parameters ψn = [ψτ,n ψu,n]

T.
In line with [11], [22], [26], we account for the unknown
number of VAs by introducing for each PA j potential
VAs (PVAs) k ∈ K( j)

n � {1, . . . ,K( j)
n }. The number of

PVAs K( j)
n is the maximum possible number of VAs of

PA j that produced measurements so far [26] (i.e., K( j)
n

increases with time). The state of PVA ( j,k) is denoted
as y( j)

k,n �
[
x( j)Tk,n r

( j)
k,n

]T with x( j)k,n = [
p( j)T
k,va u

( j)
k,n

]T, which in-

cludes the normalized amplitude u
( j)
k,n [11], [22]. The ex-

2Note that the proposed algorithm can be reformulated in line with
[24] to the general case with individual delay supports ψ

( j)
τ,l,n and

to more complex amplitudes distributions for β
( j)
l,i,n, especially when

multiple-antenna systems provide multiple MPC parameters (delay,
AOA,AOD) [4], [11], [16].

istence/nonexistence of PVA k is modeled by the exis-
tence variable r

( j)
k,n ∈ {0, 1} in the sense that PVA k exists

if and only if r( j)k,n = 1. The PVA state is considered for-

mally also if PVA k is nonexistent, i.e., if r( j)k,n= 0.
Since a part of the PA state is unknown, we also

consider the PA itself a PVA. Hence, we distinguish be-
tween the PVA k = 1 that explicitly represents the PA,
which is a priori existent and has known and fixed po-
sition p( j)1,va = p( j)pa , and all other PVAs k ∈ {2, . . . ,K( j)

n }
whose existence and position are a priori unknown.Note
that the PVAs state representing the PA still consid-
ers the normalized amplitude u

( j)
1,n as well as the exis-

tence variable r
( j)
1,n. The states x( j)Tk,n of nonexistent PVAs

are obviously irrelevant. Therefore, all PDFs defined
for PVA states, f (yk,n) = f (xk,n, rk,n), are of the form

f (x( j)k,n, 0) = f ( j)k,n fd(x
( j)
k,n), where fd(x

( j)
k,n) is an arbitrary

“dummy” PDF and f ( j)k,n ∈ [0, 1] is a constant. We also

define the stacked vectors y( j)
n �

[
y( j)T
1,n · · · y( j)T

K( j)
n ,n

]T and

yn �
[
y(1)T
n · · · y(J)T

n
]T. Note that according to the model

introduced in Section III, ψn is common for all PVAs.
However, this model can be extended to individual dis-
persion parameters for each PVA (see [24]).

A. State Evolution

For each PVA with state y( j)
k,n−1 with k ∈ K( j)

n−1 �
{1, . . . ,K( j)

n−1} at time n−1 and PA j, there is one “legacy”

PVA with state y( j)
k,n �

[
x( j)Tk,n r

( j)
k,n

]T with k ∈ K( j)
n−1 at

time n and PA j. We also define the joint states y( j)
n

�[
y( j)T
1,n · · · y( j)T

K( j)
n−1,n

]T and y
n
�

[
y(1)T
n

· · · y(J)T
n

]T. Assuming

that the augmented agent state as well as the PVA states
of all PAs evolve independently across k, n, and j, the
joint state-transition PDF factorizes as [3], [26]

f
(
x̃n, yn|x̃n−1, yn−1

) = f (xn|xn−1) f (ψn|ψn−1)

×
J∏
j=1

K( j)
n−1∏
k=1

f
(
y( j)
k,n

∣∣y( j)k,n−1

)
, (7)

where f (y( j)
k,n

|y( j)k,n−1) � f
(
x( j)k,n, r

( j)
k,n

∣∣x( j)k,n−1, r
( j)
k,n−1

)
is the

legacy PVA state-transition PDF. If PVA did not exist at
time n−1, i.e., r( j)k,n−1 =0, it cannot exist as a legacy PVA
at time n either. Thus,

f
(
x( j)k,n, r

( j)
k,n

∣∣x( j)k,n−1, 0
) =

⎧⎨
⎩
fd

(
x( j)k,n

)
, r( j)k,n= 0

0, r( j)k,n=1.
(8)

If PVA existed at time n − 1, i.e., r( j)k,n−1 = 1, it either

dies, i.e., r( j)k,n = 0, or survives, i.e., r( j)k,n = 1 with survival
probability denoted as ps. If it does survive, its new state
y( j)
k,n is distributed according to the state-transition PDF

f
(
x( j)k,n

∣∣x( j)k,n−1

)
� δ

(
p( j)
k,va

− p( j)k,va

)
f
(
u( j)k,n

∣∣u( j)k,n−1

)
[3], [11].
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Thus,

f
(
x( j)k,n, r

( j)
k,n

∣∣x( j)k,n−1, 1
)

=
⎧⎨
⎩
(1− ps) fd

(
x( j)k,n

)
, r( j)k,n= 0

ps δ
(
p( j)
k,va

− p( j)k,va

)
f
(
u( j)k,n

∣∣u( j)k,n−1

)
, r( j)k,n=1

. (9)

The agent state xn with state-transition PDF f (xn|xn−1)
is assumed to evolve in time according to a two-
dimensional, constant velocity and stochastic ac-
celeration model [40] (linear movement) given as
xn = A xn−1 + Bwn, with the acceleration process wn

being independent and identically distributed (i.i.d.)
across n, zero mean, and Gaussian with covariance
matrix σ 2

w I2, σw is the acceleration standard deviation,
and A ∈ R

4×4 and B ∈ R
4×2 are defined accord-

ing to [40, p. 273], with observation period 
T . The
state-transition PDFs of the dispersion parameter
states f (ψn|ψn−1) = f (ψτ,n|ψτ,n−1) f (ψu,n|ψu,n−1) are
assumed to evolve independently of each other across
n. Since both dispersion parameters are strictly pos-
itive and independent, we model the individual
state-transition PDFs by Gamma PDFs, given by
f (ψτ,n|ψτ,n−1) = G(ψτ,n;qτ , ψτ,n−1/qτ ) and f (ψu,n|
ψu,n−1) = G(ψu,n;qu, ψu,n−1/qu), respectively, where qτ

and qu represent the respective state noise parameters
[24], [27]. Note that a small q implies a large state
transition uncertainty. The state-transition PDF of the
normalized amplitude u( j)k,n is modeled by a truncated Ri-

cian PDF, i.e., f (u( j)k,n|u( j)k,n−1) = fTRice(u
( j)
k,n; σu,k,u

( j)
k,n−1, 0)

with state noise parameter σu,k. The truncated Rician
PDF was found to be useful for the proposed amplitude
model [22] [see (12) in Section IV-B].3

B. Measurement Model

At each time n and for each anchor j, the CEDApro-
vides the currently observed measurement vector z( j)n ,
with fixed M( j)

n , according to Section III-B. Before the
measurements are observed, they are random and rep-
resented by the vector z( j)m,n = [z( j)τm,n z

( j)
um,n]T. In line

with Section III-B, we define the nested random vec-
tors z( j)n = [z( j)T1,n · · · z( j)T

M
( j)
n ,n

]T, with length correspond-

ing to the random number of measurements M
( j)
n , and

zn = [z(1) Tn · · · z(J) Tn ]T.The vector containing all numbers
of measurements is defined as Mn = [M(1)

n · · · M
(J)
n ]T.

If PVA k exists (r( j)k,n = 1), it gives rise to a ran-
dom number of measurements. The mean number of
measurements per (existing) PVA is modeled by a Pois-
son point process with mean μm

(
ψn,u

( j)
k,n

)
. The indi-

vidual measurements z( j)m,n are assumed to be condi-

3In [41], it is shown that for Swerling models I and III, a Gamma state-
transition PDF represents a conjugate prior for making an analytical
derivation possible.

tionally independent, i.e., the joint PDF of all mea-
surements factorizes as f (z( j)n |M( j)

n , xn, ν
( j)
k,n, β

( j)
k,n, x

( j)
k,n) =∏M( j)

n
m=1 f (z

( j)
m,n|xn, ν( j)

k,n, β
( j)
k,n, x

( j)
k,n).

If z( j)m,n is generated by a PVA, i.e., it corresponds
to a main-component (LOS component or MPC), we
assume that the single-measurement likelihood func-
tion f (z( j)m,n|xn, ν( j)

k,n, β
( j)
k,n, x

( j)
k,n) is conditionally indepen-

dent across z
( j)
τm,n and z

( j)
um,n. Thus, it factorizes as

f (z( j)m,n|xn, ν( j)
k,n, β

( j)
k,n, x

( j)
k,n)

= f (z( j)τm,n|pn, ν( j)
k,n, β

( j)
k,n, x

( j)
k,n) f (z

( j)
um,n|β ( j)

k,n,u
( j)
k,n). (10)

The likelihood function of the corresponding delaymea-
surement z

( j)
τm,n is given by

f (z( j)τm,n|pn, ν( j)
k,n, β

( j)
k,n, x

( j)
k,n)

= fN
(
z( j)τm,n; τ (p( j)k,va, pn) + ν

( j)
k,n, σ 2

τ (β
( j)
k,nu

( j)
k,n)

)
,

(11)

with mean τ (p( j)
k,va,pn) + ν( j)k,n and variance σ 2

τ (β
( j)
k,nu

( j)
k,n),

where τ (p( j)
k,va,pn) = ‖pn −p( j)

k,va‖/c. The standard devia-
tion is determined from the Fisher information given by
σ 2

τ (u) = c2/(8π2 β2
bw u

2) with βbw being the root-mean-
squared bandwidth [42], [43] (see Section VI). The like-
lihood function of the corresponding normalized ampli-
tude measurement z( j)um,n is obtained as4

f (z( j)um,n|β ( j)
k,n,u

( j)
k,n)

� fTRice(z
( j)
um,n;σu(β

( j)
k,nu

( j)
k,n), β

( j)
k,nu

( j)
k,n,γ ), (12)

with scale parameter σu(β
( j)
k,nu

( j)
k,n), noncentrality param-

eter β( j)
k,nu

( j)
k,n, and detection threshold γ [22], [46]. The

scale parameter is similarly determined from the Fisher
information given by

σ 2
u (u) = 1/2 + u /(4Ns) . (13)

Note that this expression reduces to 1/2 if the ad-
ditive white Gaussian noise (AWGN) variance σ ( j)2

is assumed to be known or Ns to grow indefinitely
(see [22, Appendix D] for a detailed derivation).
The probability of detection resulting from (12) is
given by the Marcum Q-function, i.e., pD(β

( j)
k,nu

( j)
k,n) �

Q1(u/σu(β
( j)
k,nu

( j)
k,n), γ /σu(β

( j)
k,nu

( j)
k,n)) [22], [47] (see Sec-

tion I-C). Using the assumptions introduced in the Sec-
tion III-A, the joint PDF of the dispersion variables can

4The proposed model describes the distribution of the amplitude esti-
mates of the radio signal model given in (6) [22], [44]–[46].
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be constructed as follows:

f (ν( j)
k,n, β

( j)
k,n|ψn) =1

2

(
δ(ν( j)

k,n) δ(β ( j)
k,n − 1)

+ fU(ν
( j)
k,n; 0, ψτ,n)δ(β

( j)
k,n − ψu,n)

)
,

(14)

where the according delay dispersion random variable is
given as ν( j)k,n ∼ fU(ν

( j)
k,n; 0, ψτ,n) and the amplitude dis-

persion random variable is β( j)
k,n ∼ δ(β ( j)

k,n − ψu,n). The

PDF of a single measurement z( j)m,n can now be obtained
by integrating out the dispersion variables as

f (z( j)m,n|x̃n, x( j)k,n) = f (z( j)m,n|xn,ψn, x
( j)
k,n)

=
∫

f (z( j)m,n|xn, ν( j)
k,n, β

( j)
k,n, x

( j)
k,n)

× f (ν( j)
k,n, β

( j)
k,n|ψn)dν

( j)
k,n dβ

( j)
k,n

= f (z( j)τm,n|pn, x( j)k,n) f (z
( j)
um,n|u( j)k,n)

+ f (z( j)τm,n|pn,ψn, x
( j)
k,n) f (z

( j)
um,n|u( j)k,n, ψu,n), (15)

with the main-component delay PDF

f (z( j)τm,n|pn, x( j)k,n) = fN(z( j)τm,n; τ (p( j)k,va, pn), σ 2
τ (u

( j)
k,n))

(16)
and the main-component amplitude PDF

f (z( j)um,n|u( j)k,n) = fTRice(z
( j)
um,n; σu(u

( j)
k,n),u

( j)
k,n, γ ), (17)

as well as the additional subcomponent delay PDF

f (z( j)τm,n|pn,ψn, x
( j)
k,n)

= 1
ψτ,n

∫ ψτ,n

0
fN

(
z( j)τm,n; τ (p( j)k,va, pn)+ν

( j)
k,n, σ

2
τ (ψu,nu

( j)
k,n)

)
dν

( j)
k,n

= 1
2ψτ,n

(
erf

(
τ (p( j)k,va, pn) + ψτ,n − z( j)τm,n

στ (ψu,nu
( j)
k,n)

√
2

)

− erf

(
τ (p( j)k,va, pn) − z( j)τm,n

στ (ψu,nu
( j)
k,n)

√
2

))
(18)

and the additional subcomponent amplitude PDF

f (z( j)um,n|ψu,n,u
( j)
k,n)

= fTRice(z
( j)
um,n;σu(ψu,nu

( j)
k,n), ψu,nu

( j)
k,n,γ ). (19)

The according probability of detection is given as
pD(u

( j)
k,n) for the main-component of each PVA or

pD(ψu,nu
( j)
k,n) for the additional subcomponents, respec-

tively.
It is also possible that a measurement z( j)m,n did not

originate from any PVA (false alarm). False alarm mea-
surements originating from the CEDA are assumed sta-
tistically independent of PVA states. They are modeled
by a Poisson point process with mean μfa and PDF
ffa(z

( j)
m,n), which is assumed to factorize as ffa(z

( j)
m,n) =

ffa(z
( j)
τm,n) ffa(z

( j)
um,n).The false alarm PDF for a single de-

lay measurement is assumed to be uniformly distributed
as ffa(z

( j)
τm,n) = fU(z

( j)
τm,n; 0, τmax). In correspondence to

(12), the false alarm likelihood function of the normal-
ized amplitude measurement is given as ffa(z

( j)
um,n) �

fTRayl(z
( j)
um,n ;√

1/2 , γ ) with the scale parameter, given
as

√
1/2 and detection threshold γ .
Considering the measurement model for the nor-

malized amplitudes in (12), the mean number of PVA-
related measurements μm

(
x̃n, x

( j)
k,n

)
� μm

(
ψn, u

( j)
k,n

)
is

well approximated as

μm
(
ψn, u

( j)
k,n

) = pD(u
( j)
k,n) + Nnyψτ,n

c Ts
pD(ψu,nu

( j)
k,n) (20)

The right-hand side fraction denotes the average num-
ber of additional subcomponents estimated by the
CEDA at a detection threshold of γ = 0 dB, where we
assume an average of Nny components to be detected
within one Nyquist sample.Accordingly, the mean num-
ber of false alarms is approximated as μfa = NnyNs e−γ 2

with e−γ 2 = ∫ ∞
γ

ffa(z
( j)
um,n) dz

( j)
um,n denoting the false

alarm probability.

C. New PVAs

Newly detected PVAs, i.e., actual VAs that generate
a measurement for the first time, are modeled by a
Poisson point process with mean μn and PDF
fn

(
x( j)m,n|x̃n

)
. Following [3], [26], newly detected VAs are

represented by new PVA states y( j)
m,n,m ∈ {1, . . . ,M( j)

n },
where each new PVA state corresponds to a measure-
ment z( j)m,n; r

( j)
m,n = 1 implies that measurement z( j)m,n was

generated by a newly detected VA.Since newly detected
VAs can potentially produce more than one measure-
ment, we use the multiple-measurement-to-feature
probabilistic data association and define this mapping
as introduced in [24], [29]. We also introduce the joint
states y( j)

n �
[
y( j)T
1,n · · · y( j)T

M( j)
n ,n

]T and yn �
[
y(1)T
n · · · y(J)T

n

]T.
The vector of all PVAs at time n is given by yn�

[
yT
n

yTn
]T.

Note that the total number of PVAs per PA is given by
K( j)
n = K( j)

n−1 +M( j)
n .

Since new PVAs are introduced as new measure-
ments are available at each time, the number of PVAs
grows indefinitely. Thus, for feasible methods, a subop-
timal pruning step is employed that removes unlikely
PVAs (see Section IV-F).

D. Association Vectors

For each PA,measurements z( j)m,n are subject to a data
association uncertainty. It is not known which measure-
ment z( j)m,n is associated with which PVA k, or if a mea-
surement z( j)m,n did not originate from any PVA (false
alarm) or if a PVA did not give rise to any measurement
(missed detection). The associations between measure-
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ments z( j)m,n and the PVAs at time n is described by the
binary PVA-orientated association variables with entries
[24], [29]

a
( j)
km,n �

{
1, if measurementm was generated by PVA k
0, otherwise .

We distinguish between legacy and new PVA-
associated variable vectors given, respectively, as
a( j)
k,n� [a( j)k1,n · · · a

( j)

kM( j)
n ,n

]T with k ∈ K( j)
n−1 and a( j)

k,n� [a( j)k1,n

· · · a
( j)
kk,n]

T with k ∈ M( j)
n and a( j)

k,n � [a( j)T
k,n · · · a( j)T

k,n ]T

[29]. We also define a( j)
n � [a( j)T

1,n · · · a( j)T

K( j)
n ,n

]T and

an � [a(1)T
n · · · a(J)T

n ]T. To reduce computational com-
plexity, following [3], [25], [26], we use the redundant
description of association variables, i.e., we introduce
measurement-orientated association variable

b
( j)
m,n �

⎧⎨
⎩
k ∈ {1, . . . ,K( j)

n }, if measurement m was
generated by PVA k

0, otherwise,

and define the measurement-oriented association vec-
tor b( j)

n = [b( j)
1,n · · · b

( j)

M( j)
n ,n

]. We also define bn �
[b(1)T

n · · ·b(J)T
n ]T. Note that any data association event

that can be expressed by both random vectors an and
bn is a valid event, i.e., any measurement can be gener-
ated by at most one PVA.This redundant representation
of events makes it possible to develop scalable SPAs [3],
[22], [25], [26].

E. Joint Posterior PDF

By using common assumptions [3], [22], [26], and
for fixed and thus observed measurements z1:n, it can
be shown that the joint posterior PDF of x̃1:n (x̃1:n �
[x̃T1 · · · x̃Tn ]T), y1:n, a1:n, and b1:n, conditioned on z1:n for all
time steps n′ ∈ {1, . . . ,n} is given by

f (x̃1:n, y1:n,a1:n,b1:n|z1:n)

∝ f (x1) f (ψ1)

(
J∏

j′=1

K( j′ )
1∏

k′=1

f
(
y( j

′)
k′,1

))

×
n∏

n′=2

f (xn′ |xn′−1) f (ψn′ |ψn′−1)

×
J∏
j=1

( K( j)
n′−1∏
k=1

g
(
y( j)
k,n′

∣∣y( j)k,n′−1, x̃n′−1
)

×
M( j)

n′∏
m′=1

q
(
x̃n′ , y( j)

k,n′ , a
( j)
km′,n′ ; z( j)m′,n′

)
�

(
a( j)km′,n′,b

( j)
m′,n′

))

×
( M( j)

n′∏
m=1

v
(
x̃n′ , y( j)m,n′ , a

( j)
mm,n′ ; z( j)m,n′

)

×
m−1∏
h=1

u
(
x̃n′ , y( j)m,n′ , a

( j)
mh,n′ ; z( j)h,n′

)
�(a( j)mh,n′ ,b

( j)
h,n′ )

)
, (21)

where g(y( j)
k,n

|y( j)k,n−1, x̃n−1), q
(
x̃n, y( j)k,n

, a( j)km,n; z( j)m,n
)
,

�(a( j)km,n,b
( j)
m,n), u

(
x̃n, y

( j)
k,n, a

( j)
mh,n; z( j)h,n

)
and

v
(
x̃n, y( j)m,n, a

( j)
mm,n; z( j)m,n

)
are explained in what follows.

The pseudo state-transition function is given by

g
(
y( j)
k,n

∣∣y( j)k,n−1, x̃n−1
)

�

⎧⎨
⎩e

−μm

(
x̃n−1,x

( j)
k,n

)
f (x( j)k,n, 1|x( j)k,n−1, r

( j)
k,n−1), r

( j)
k,n = 1

f (x( j)k,n, 0|x( j)k,n−1, r
( j)
k,n−1), r( j)k,n = 0,

(22)

and the pseudo prior distribution as

f (y( j)k,n|x̃n)�
⎧⎨
⎩μn fn

(
x( j)k,n|x̃n

)
e−μm

(
x̃n,x

( j)
k,n

)
, r( j)k,n = 1

fd
(
x( j)k,n

)
, r( j)k,n = 0 .

(23)

The pseudo likelihood functions related to
legacy PVAs for k ∈ K( j)

n−1 q
(
x̃n, y( j)k,n

, a( j)km,n; z( j)m,n
) =

q
(
x̃n, x

( j)
k,n, r

( j)
k , a( j)km,n; z( j)m,n

)
is given by

q
(
x̃n, x

( j)
k,n, 1, a

( j)
km,n; z( j)m,n

)

�

⎧⎨
⎩

μm

(
x̃n,x

( j)
k,n

)
f (z( j)m,n|pn,ψn,x

( j)
k,n)

μfa ffa(z
( j)
m,n)

, a( j)km,n = 1

1, a( j)km,n = 0
(24)

and q
(
x̃n, x

( j)
k,n, 0, a

( j)
km,n; z( j)m,n

)
� δa( j)km,n

. The pseudo

likelihood functions related to a new PVA (with
k ∈ M( j)

n \m) is given as u
(
x̃n, y

( j)
k,n, a

( j)
km,n; z( j)m,n

) =
u
(
x̃n, x

( j)
k,n, r

( j)
k , a( j)km,n; z( j)m,n

)
is given by

u
(
x̃n, x

( j)
k,n, 1, a

( j)
km,n; z( j)m,n

)

�

⎧⎨
⎩

f (y( j)k,n|x̃n)μm

(
x̃n,x

( j)
k,n

)
f (z( j)m,n|pn,ψn,x

( j)
k,n)

μfa ffa(z
( j)
m,n)

, a( j)km,n = 1

1, a( j)km,n = 0
(25)

and u
(
x̃n, x

( j)
k,n, 0, a

( j)
km,n; z( j)m,n

)
� δa( j)km,n

, whereas for k = m

as v
(
x̃n, y( j)m , a( j)mm,n; z( j)m,n

) = v
(
x̃n, x( j)m,n, r

( j)
m,n, a

( j)
mm,n; z( j)m,n

)
is given by

v
(
x̃n, x( j)m,n, 1, a

( j)
mm,n; z( j)m,n

)

�

⎧⎨
⎩

f (y( j)m,n|x̃n)μm

(
x̃n,x( j)m,n

)
f
(
z( j)m,n|pn,ψn,x

( j)
m,n

)
μfa ffa(z

( j)
m,n)

, a( j)mm,n = 1

0, a( j)mm,n = 0
(26)

and v
(
x̃n, x( j)m,n, 0, a

( j)
mm,n; z( j)m,n

)
� δa( j)mm,n

.
Finally, the binary indicator functions that check con-

sistency for any pair (a( j)km,n,b
( j)
m,n) of PVA-oriented and

measurement-oriented association variable at time n
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are, respectively, given by

�(a( j)km,n,b
( j)
m,n)

�
{
0, a( j)km,n = 1, b( j)m,n 	= k or a( j)km,n = 0, b( j)m,n = k

1, else
(27)

for k ∈ K( j)
n−1 and

�(a( j)km,n,b
( j)
m,n)�

⎧⎪⎪⎨
⎪⎪⎩
0, a( j)km,n = 1,b( j)m,n 	= K( j)

n−1 +k

or a( j)km,n = 0,b( j)m,n = K( j)
n−1 +k

1, else .

(28)

for k ∈ M( j)
n . The factor graph representing the factor-

ization (21) is shown in Fig. 2.

F. Detection of PVAs and State Estimation

We aim to estimate all states using all available mea-
surements z1:n from all PAs up to time n. In particular,we
calculate estimates of the augmented agent state (con-
taining the dispersion parameters) x̃n by using the mini-
mum mean-square error (MMSE) estimator [48, Ch. 4],
i.e.,

x̃MMSE
n �

∫
x̃n f (x̃n|z1:n)dx̃n, (29)

where x̃MMSE
n = [xMMSE T

n ψMMSE T
n ]T. The map of the

environment is represented by reflective surfaces de-
scribed by PVAs.Therefore, the state x( j)k,n of the detected

PVAs k∈{1, . . . ,K( j)
n } must be estimated. This relies on

the marginal posterior existence probabilities p(r( j)k,n =
1|z1:n) = ∫

f (x( j)k,n, r
( j)
k,n = 1|z( j)1:n)dx

( j)
k,n and the marginal

posterior PDFs f (x( j)k,n|r( j)k,n = 1, z1:n) = f (x( j)k,n, r
( j)
k,n =

1|z1:n)/p(r( j)k,n = 1|z1:n). A PVA k is declared to exist if

p(r( j)k,n=1|z1:n) > pcf, where pcf is a confirmation thresh-
old [48, Ch. 2]. To avoid that the number of PVA states
grows indefinitely, PVA states with p(r( j)k,n = 1|z1:n) be-
low a threshold ppr are removed from the state space
(“pruned”).The number K̂( j)

n of PVA states that are con-
sidered to exist is the estimate of the total number L( j)

n

of VAs visible at time n. For existing PVAs, an estimate
of its state x( j)k,n can again be calculated by theMMSE [48,
Ch. 4]

x( j)MMSE
k,n �

∫
x( j)k,n f (x

( j)
k,n |r( j)k,n=1, z1:n) dx

( j)
k,n. (30)

The calculation of f (x̃n|z1:n), p(rk,n = 1|z), and f (x( j)k,n|
r( j)k,n = 1, z1:n) from the joint posterior f (x̃1:n, y1:n,a1:n,
b1:n|z1:n) by direct marginalization is not feasible. By
performing sequential particle-based message passing
(MP) using the SPA rules [3], [11], [46], [49]–[51] on the
factor graph in Fig. 2, approximations (“beliefs”) b

(
x̃n

)

Figure 2. Factor graph for proposed algorithm. At MP iteration p,
we use the following short hand notation: f (x̃) � f (x̃n|x̃n−1), g(·),
q(·), u(·), v(·), �(·) and �(·) corresponds to (22), (24), (25), (26),
(27) and (28), respectively. Furthermore, we define α � α(x̃n), αk �
α(x( j)k,n, r

( j)
k,n), αkl � αl (x

( j)
k,n, r

( j)
k,n), αkl � αl (x

( j)
k,n, r

( j)
k,n), εkl � ε(a( j)kl,n),

εkl � ε(a( j)kl,n),γ kl
� γl (x

( j)
k,n, r

( j)
k,n),γ kl � γl (x

( j)
k,n, r

( j)
k,n), νkl � νkl (a

( j)
kl,n),

νkl � νkl (a
( j)
kl,n), ϕkl � ϕ

kl
(bl,n) and ϕkl � ϕkl (bl,n). Due to our pro-

posed scheduling, both β̃kl and β̃ml are defined to be α(x̃n) according
to (55). Furthermore,βml � 1 and β

kl
� β

( j)
kl (x̃n) since the augmented

agent state is only updated with messages from legacy PVAs. The time
evolution of the agent state and VAs is indicated with dashed arrows.

and b
(
y( j)k,n

)
of the marginal posterior PDFs f (x̃n|z1:n),

p(r( j)k,n=1|z1:n), and f (x( j)k,n| r( j)k,n = 1, z1:n) can be obtained
in an efficient way for the agent state as well as all legacy
and new PVA states.

V. PROPOSED SPA

The factor graph in Fig. 2 has cycles, therefore we
have to decide on a specific order of message compu-
tation [49], [52]. We use MP iteration with MP iteration
p ∈ {1, . . . ,P}, where P is the maximum number of MP
iterations.We choose the order according to the follow-
ing rules: (i) messages are only sent forward in time; (ii)
for each PA,messages are updated in parallel; (iii) along
an edge connecting the augmented agent state variable
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node and a new PVA, messages are only sent from the
former to the latter; (iv) the augmented agent state vari-
able node is only updated at MP iteration P. The cor-
responding messages are shown in Fig. 2. Note that this
scheduling is suboptimal since the extrinsic messages of
the augmented agent state are neglected. This calcula-
tion order is solely chosen to reduce the computational
demand.With these rules, the MP equations of the SPA
[49] yield the following operations at each time step.

A. Prediction Step

A prediction step is performed for the augmented
agent state and all legacy VAs k ∈ K( j)

n−1. It has the form
of

α(x̃n) =
∫

f (x̃n|x̃n−1)b(x̃n−1)dx̃n−1, (31)

α(x( j)k,n, r
( j)
k,n) =

∑
r( j)k,n−1∈{0,1}

∫∫
g(x( j)k,n, r

( j)
k,n|x( j)k,n−1, r

( j)
k,n−1, x̃n−1)

× b(x( j)k,n−1, r
( j)
k,n−1)b(x̃n−1)dx

( j)
k,n−1dx̃n−1 (32)

with b(x̃n−1) and b(x
( j)
k,n−1, r

( j)
k,n−1) denoting the beliefs of

the augmented agent state and the legacy VA k calcu-
lated at the previous time step, respectively. The sum-
mation in (32), can be further written as

α(x( j)k,n, r
( j)
k,n = 1) = ps

∫∫
e−μm

(
x̃n−1,x

( j)
k,n

)
f (x( j)k,n, 1|x( j)k,n−1, 1)

× b(x( j)k,n−1, 1)b(x̃
( j)
k,n−1)dx

( j)
k,n−1dx̃

( j)
n−1 (33)

and α(x( j)k,n, r
( j)
k,n = 0) = α

n,( j)
k fd(x

( j)
k,n) with

α
n,( j)
k � b̃k,n−1 + (1 − ps)

∫
b(x( j)k,n−1, 1)dx

( j)
k,n−1

= b̃k,n−1 + (1 − ps)(1 − b̃k,n−1) (34)

where b̃k,n−1 = ∫
b(x̃( j)k,n−1, 0)dx̃

( j)
k,n−1 approximates the

probability of non-existence of legacy VA k.

B. Measurement Evaluation

The messages ε[p](a( j)kl,n) sent from factor nodes

q(x̃, y( j)
k,n

, a( j)kl,n, z
( j)
l,n ) to variable nodes a( j)kl,n at MP itera-

tion p with k ∈ {1, . . . ,K( j)
n−1} and l ∈ {1, . . . ,M( j)

n } are
defined as

ε[p](a( j)kl,n) =
∫∫

β̃
[p]
kl (x̃n)α

[p]
l (y( j)

k,n
)

× q(x̃n, y( j)k,n
, a( j)kl,n, z

( j)
l,n ) (35)

The messages from factor nodes u(x̃n, y
( j)
k,n, a

( j)
kl,n, z

( j)
l,n ) to

variable nodes a( j)kl,n where k ∈ {1, . . . ,M( j)
n } and l ∈

{1, . . . ,M( j)
n }\k, are given as

ε[p](a( j)kl,n) =
∫∫

β̃
[p]
kl (x̃n)α

[p]
l (y( j)k,n)

× u(x̃n, y
( j)
k,n, a

( j)
kl,n, z

( j)
l,n )dx̃ndy

( j)
k,n (36)

and the messages from factor nodes v(x̃n, y( j)m,n, a
( j)
mm,n,

z( j)m,n) to variable nodes a( j)mm,n, m ∈ {1, . . . ,M( j)
n }, are

given as

ε[p](a( j)mm,n) =
∫∫

β̃[p]
mm(x̃n)α

[p]
m (y( j)m,n)

× v(x̃n, y( j)m,n, a
( j)
mm,n, z

( j)
m,n)dx̃ndy

( j)
m,n. (37)

Note that α
[p=1]
l (y( j)

k,n
) � α(x( j)k,n, r

( j)
k,n) and α

[p=1]
l (y( j)k,n) �

1. For p > 1, α[p]
l (y( j)k,n) is calculated according to Section

V-E. Using (35), ε[p](a[p]( j)kl,n ) is further investigated. For
the messages containing information about legacy VAs,
it results in

ε[p](a( j)kl,n = 1) =
∫∫

β̃
[p]
kl (x̃n)α

[p]
l (x( j)k,n, r

( j)
k,n = 1)

× μm
(
x̃n, x

( j)
k,n

)
f (z( j)l,n |(x̃n, x( j)k,n)

μfa ffa(z
( j)
l,n )

dx( j)k,ndx̃n,

ε[p](a( j)kl,n = 0) =
∫∫

β̃
[p]
kl (x̃n)

(
α
[p]
l (x( j)k,n, r

( j)
k,n = 1)

+ α
[p]
l (x( j)k,n, r

( j)
k,n = 0)

)
dx( j)k,ndx̃n.

(38)

This can be further simplify by dividing both messages
by ε[p](a( j)kl,n = 0).With an abuse of notation, it results in

ε[p](a( j)kl,n = 0) = 1.

The messages ε[p](a( j)kl,n) can be obtained similarly by
using (36) and (37), yielding

ε[p](a( j)kl,n = 1) =
∫∫

β̃
[p]
kl (x̃n)α

[p]
l (x( j)k,n, r

( j)
k,n = 1)

× f (x( j)k,n|x̃n)μm(x̃n, x
( j)
k,n) f (z

( j)
l,n |x̃n, x( j)k,n)

μfa ffa(z
( j)
l,n )

dx( j)k,ndx̃n (39)

ε[p](a( j)kl,n = 0) =
∫∫

β̃
[p]
kl (x̃n)

(
α
[p]
l (x( j)k,n, r

( j)
k,n = 1)

+ α
[p]
l (x( j)k,n, r

( j)
k,n = 0)

)
dx( j)k,ndx̃n, (40)

ε[p](a( j)mm,n = 1) =
∫∫

β̃[p]
mm(x̃n)α

[p]
m (x( j)m,n, r

( j)
m,n = 1)

× f (x( j)m,n|x̃n)μm
(
x̃n, x( j)m,n

)
f (z( j)m,n|x̃n, x( j)m,n)

μfa ffa(z
( j)
m,n)

dx( j)m,ndx̃n,

(41)
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ε[p](a( j)mm,n = 0)=
∫∫

β̃ [p]
mm(x̃n)α

[p]
m (x( j)m,n, r

( j)
m,n = 0)dx( j)m,ndx̃n.

(42)

The expressions can be simplified by dividing all mes-
sages by ε(a( j)kl,n = 0).With an abuse of notation, it results

in ε(a( j)kl,n = 0) = 1 and

ε[p](a( j)mm,n = 0)

=
∫∫

β̃
[p]
mm(x̃n)α

[p]
m (x( j)m,n, 0)dx

( j)
m,ndx̃n∫∫

β̃
[p]
mm(x̃n)

(
α
[p]
m (x( j)m,n, 1) + α

[p]
m (x( j)m,n, 0)

)
dx( j)m,ndx̃n

(43)

C. Data Association

The messages ϕ
[p]
kl (b

( j)
l,n ) sent from factor node

�(a( j)kl ,b( j)l ) to variable node b( j)l,n and the messages

ν
[p]
kl (a

( j)
kl,n) sent from factor node �(a( j)kl ,b( j)l ) to variable

node a( j)kl,n are calculated using the measurement evalua-
tionmessages in (35), (36) and (37).Details can be found
in Appendix B.

D. Measurement Update for PVAs

Next, we determine the messages sent from factor
node q(x̃n, y( j)k,n

, a( j)kl , z( j)l,n ) to variable node y( j)
k,n

as

γ
[p]
l (y( j)

k,n
) =

∑
a( j)kl,n∈{0,1}

∫
q(x̃n, x

( j)
k,n, r

( j)
k,n, a

( j)
kl,n, z

( j)
l,n )

× ν
[p]
kl (a

( j)
kl,n)dx̃n, (44)

which results after marginalizing a( j)kl,n in

γ
[p]
l (x( j)k,n, r

( j)
k = 1) =

∫
q(x̃n, x

( j)
k,n, 1, 1, z

( j)
l,n )ν

[p]
kl (1)dx̃n

+ ν
[p]
kl (0), (45)

γ
[p]
l (x( j)k,n, r

( j)
k = 0) = ν

[p]
kl (0) . (46)

The messages from factor node u(x̃n, y
( j)
k,n, a

( j)
kl , z( j)l,n ) to

variable node y( j)k,n are given as

γ
[p]
l (y( j)k,n) =

∑
a( j)kl,n∈{0,1}

∫
u(x̃n, x

( j)
k,n, r

( j)
k,n, a

( j)
kl,n, z

( j)
l,n )

× ν
[p]
kl (a

( j)
kl,n)dx̃n (47)

which results after marginalizing a( j)kl,n in

γ
[p]
l (x( j)k,n, r

( j)
k = 1) =

∫
u(x̃n, x

( j)
k,n, 1, 1, z

( j)
l,n )ν

[p]
kl (1)dx̃n

+ ν
[p]
kl (0) (48)

γ
[p]
l (x( j)k,n, r

( j)
k = 0) = ν

[p]
kl (0). (49)

The message from factor node v(x̃n, y( j)m,n, a
( j)
mm, z( j)m,n) to

variable node y( j)m,n is given by

γ [p]
m (y( j)m,n) =

∑
a( j)mm,n∈{0,1}

∫
v(x̃n, y( j)m,n, a

( j)
mm,n, z

( j)
m,n)

× ν[p]
mm(a

( j)
mm,n)dx̃n, (50)

which results after marginalizing a( j)mm,n in

γ [p]
m (x( j)m,n, 1) =

∫
v(x̃n, y( j)m,n, a

( j)
mm,n, z

( j)
m,n)ν[p]

mm(1)dx̃n

(51)

γ [p]
m (x( j)m,n, 0) = ν[p]

mm(0). (52)

The messages are initialized with γ
[p=1]
� (y( j)k,n) = 1.

E. Extrinsic Information

For each legacy VA, the messages sent from variable
node y( j)

k,n
to factor nodes q(x̃n, y( j)k,n

, a( j)kl,n; z( j)l,n ) with k ∈
K( j)
n−1, l ∈ M( j)

n at MP iteration p+ 1 are defined as

α
[p+1]
l (y( j)

k,n
) = α(y( j)

k,n
)
M( j)

n∏
�=1
� 	=l

γ
[p]
� (y( j)

k,n
) . (53)

For new VAs, a similar expression can be obtained
for the messages from variable node y( j)m,n to fac-

tor nodes u(x̃n, y( j)m,n, a
( j)
ml,n; z( j)l,n ), and factor nodes

v(x̃n, y( j)m,n, a
( j)
mm,n; z( j)m,n), i.e.,

α
[p+1]
l (y( j)m,n) = α(y( j)m,n)

m∏
�=1
� 	=l

γ
[p]
� (y( j)m,n) . (54)

F. Measurement Update for Augmented Agent State

Due to the proposed scheduling, the augmented
agent state is only updated by messages of legacy PVAs
and only at the end of the iterative MP. This results in

β̃
[p]
kl (x̃n) = α(x̃n), (55)

β
[p]( j)
kl (x̃n) =

∑
a( j)kl,n∈{0,1}

∑
r( j)k,n∈{0,1}

∫
α
[p]
l (x( j)k,n, r

( j)
k,n)

× q(x̃n, x
( j)
k,n, r

( j)
k,n, a

( j)
kl,n, z

( j)
l,n )ν

[p]
kl (a

( j)
kl,n)dx

( j)
k,n, (56)

which can be further simplified to

β
[p]( j)
kl (x̃n) =

∫
α
[p]
l (x( j)k,n, 1)

(
q(x̃n, x

( j)
k,n, 1, 1, z

( j)
l,n )ν

[p]
kl (1)

+ ν
[p]
kl (0)

)
dx( j)k,n + α

n,( j)
k ν

[p]
kl (0). (57)
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G. Belief Calculation

Once all messages are available and p = P, the be-
liefs approximating the desiredmarginal posterior PDFs
are obtained.The belief for the augmented agent state is
given, up to a normalization factor, by

b(x̃n) ∝ α(x̃n)
J∏
j=1

K( j)
n−1∏
k=1

M( j)
n∏

m=1

β
[P]( j)
km (x̃n), (58)

where we only use messages from legacy VAs. This be-
lief (after normalization) provides an approximation of
the marginal posterior PDF f (x̃n|z1:n), and it is used in-
stead of f (x̃n|z1:n) in (29).Furthermore, the beliefs of the
legacy VAs b(y( j)

k
) and new VAs b(y( j)k ) are given as

b(y( j)
k,n

) ∝ α(y( j)
k,n

)
M( j)

n∏
l=1

γ
[P]
l (y( j)

k,n
), (59)

b(y( j)m,n) ∝ α(y( j)m,n)
m∏
l=1

γ
[P]
l (y( j)m,n). (60)

A computationally feasible approximate calculation of
the various messages and beliefs can be based on the se-
quential Monte Carlo (particle-based) implementation
approach introduced in [22], [26], [50].

VI. NUMERICAL RESULTS

The performance of the proposed algorithm (PROP)
is validated and compared with the MP-SLAM algo-
rithm from [3], [11], which assumes that each VA gener-
ates at most one measurement and that a measurement
originates from at most one VA. The validation of the
algorithms is based on synthetic measurements in two
settings.

1) Experiment 1 in Section VI-B is based on mea-
surements directly generated from the measurement
model introduced in Section IV.

2) Experiment 2 in Section VI-C is based on measure-
ments provided by a CEDA applied to radio signals
that are generated with parameters according to the
measurement model introduced in Section IV.

A. Simulation Scenario and Common Simulation
Parameters

We consider an indoor scenario shown in Fig. 3. The
scenario consists of two PAs at positions p(1)pa = [0.1 6]T

and p(2)pa = [0 −0.2]T and four reflective surfaces, i.e.,
four VAs per PA. The agent moves along a track which
is observed for 300 time instances nwith observation pe-
riod 
T = 1 s. For simplicity, we restrict the simulations
to single-bounce reflections. The distances of the main
components are calculated based on the PA and the cor-
responding VA positions as well as agent positions (see

Figure 3. Considered scenario for performance evaluation in a rect-
angular room with two PAs, four reflective surfaces, and the corre-
sponding VAs. The estimated agent track for a single realization is
shown in blue.

Section III). Fig. 4 shows the distances of the main com-
ponents versus time n. The signal SNR is set to 30 dB
at an LOS distance of 1m. The amplitudes of the main
components (LOS component and the MPCs) are cal-
culated using a free-space path loss model and an ad-
ditional attenuation of 1 dB for each reflection at a flat
surface.We use 20 000 particles.The particles for the ini-
tial agent state are drawn from a four-dimensional uni-
form distribution with center x0 = [pT0 0 0]T, where p0
is the starting position of the actual agent track, and the
support of each position component about the respec-
tive center is given by [−0.1m, 0.1m] and of each ve-
locity component is given by [−0.01m/s, 0.01m/s]. At
time n = 0, the number of VAs is 0, i.e., no prior map
information is available. The prior distribution for new
PVA states fn

(
x( j)m,n|x̃n

)
is uniform on the square region

given by [−15 m, 15 m]× [−15 m, 15 m] around the cen-

Figure 4. Distances of main components (between the PA positions
as well as their corresponding VA positions and the agent positions)
versus time n.
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ter of the floor plan shown in Fig. 3, and the mean num-
ber of new PVAs at time n is μn = 0.01. The probabil-
ity of survival is ps = 0.999. The confirmation threshold
as well as the pruning threshold are given as pcf = 0.5
and ppr = 10−3, respectively. For the sake of numerical
stability, we introduce a small amount of regularization
noise to theVA state pk,va at each time step n, i.e., p( j)

k,va
=

p( j)k,va + ωk, where ωk is i.i.d. across k, zero-mean, and
Gaussian with covariance matrix σ 2

a I2 and σa = 10−3 m.
The state transition variances are set as σw = 10−3 m/s2,
qτ = qu = 104 [24], [27], and σu,k = 0.05u( j)MMSE

k,n−1 . Note
that for the normalized amplitude state we use a value
proportional to theMMSE estimate of the previous time
step n−1 as a heuristic.The dispersion parameters are set
to fixed values over time n, i.e., ψτ,n = ψτ = ψd/c and
ψu,n = ψu.5 The performance of the different methods
discussed ismeasured in terms of the root-mean-squared
error (RMSE) of the agent position and the dispersion
parameters,as well as the optimal subpattern assignment
(OSPA) error [53] of all VAs with with cutoff parame-
ter and order set to 5 m and 2, respectively. The mean
OSPA (MOSPA) errors and RMSEs of each unknown
variable are obtained by averaging over all converged
simulation runs. We declare a simulation run to be con-
verged if {∀n : ‖pn − pMMSE

n ‖ < dcv m}, where dcv is the
convergence threshold.

B. Experiment 1: Measurement Model

We investigate PROP with four different dispersion
parameter settings, given as ψd, which takes values of

5For better readability, we introduce ψd as a scaled version of ψτ .

Table I
Experiment 1: Convergence Rate and Mean Number of Estimated

VAs for Different Algorithms and Dispersion Settings

Setting Convergence K̂

MP-SLAM ψd = 0.00m 100% 4
ψd = 0.03m 82% 9
ψd = 0.15m 15% 16
ψd = 0.30m 11% 30

PROP ψd = 0.00m 100% 4
ψd = 0.03m 100% 4
ψd = 0.15m 100% 4
ψd = 0.30m 96% 5

0m, 0.03m, 0.15m, and 0.3m, and ψu, which is either
set to 0 for ψd = 0m or 0.2 otherwise. Furthermore,
we set Nny = 4. We performed 100 simulation runs. In
each simulation run, we generated noisy measurements
z( j)m,n according to the measurement model proposed in
Section IV-B using the main components calculated as
described in Section VI-A. In the case ψd = 0m, only
main-component measurements are generated, which is
equivalent to the system model in [11]. The detection
threshold is given by γ = 2.5. For numerical stability,
we reduced the root-mean-squared bandwidth βbw for
VAs by a factor of 4. The convergence threshold is set to
dcv = 0.2.

Table I summarizes the number of converged runs
(in percentage) as well as the mean number of de-
tected VAs K̂ (averaged over all simulation runs and
time steps) for all investigated dispersion parameter
settings. The results are summarized in Fig. 5. In par-
ticular, Fig. 5(a) shows the RMSE of the agent posi-
tions, Fig. 5(b) and (c) show the RMSE of the dis-
persion parameters, and Fig. 5(d)–(i) shows the MO-

Figure 5. Experiment 1: Results for converged simulation runs. (a) shows the RMSE of the agent position over the whole track. (b) and (c)
present the RMSE of the dispersion parameters. (d) and (g) present the map error in terms of the MOSPA for PA 1 and PA 2, respectively. (e)
and (h) show the RMSE of the estimated VA positions for PA 1 and PA 2, respectively. (f) and (i) show the cardinality error of the estimated
VAs for PA 1 and PA 2, respectively.
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Figure 6. Experiment 1:Cumulative frequency of the deviation of the
MMSE estimate of the agent position from the true agent position for
all simulation runs and time instances. The legend is given in Fig. 5.

SPA error and its VA position error and mean car-
dinality error contributions for PA 1 and PA 2, re-
spectively. The results in all figures are presented ver-
sus time n (and for all investigated dispersion param-
eter settings). Fig. 5(a) shows that the RMSE of the
agent position of PROP is similar for all dispersion pa-
rameter settings.While PROP significantly outperforms
MP-SLAM in terms of converged runs for dispersion pa-
rameter settings ψd > 0m, it shows slightly reduced per-
formance forψd = 0m.Additionally,Fig. 6 shows the cu-
mulative frequencies of the individual agent errors, i.e.,
‖pn − pMMSE

n ‖ for all simulation runs and time instances.
It can be observed that theMMSE positions of the agent
of PROP show almost no large deviations, while the es-
timates of MP-SLAM exhibit large errors in many simu-
lation runs. For dispersion parameter settings ψd > 0m,
measurements of the subcomponents are available.Thus,
as Fig. 5(b) and (c) show, the dispersion parameters are
well estimated, as indicated by the small RMSEs. For
the setting ψd = 0m, estimation of the dispersion pa-
rameters is not possible because there are no subcom-
ponent measurements, i.e., there is only one measure-
ment generated by eachVA.However,as Fig.5(a) shows,
this does not affect the accuracy of the agent’s position
estimation.

The MOSPA errors (and their VA positions and the
mean cardinality error contributions) of PROP, shown
in Fig. 5(d) and (g), are very similar for all dispersion
parameter settings. They slightly increase with an in-
creased dispersion parameter ψd. Only for the setting
ψd = 0.3m, PROP shows a larger cardinality error.
This can be explained by looking at the distances from
PA 1 and its corresponding VAs, as shown in Fig. 4. At
the end of the agent track, many VAs show similar dis-
tances to the agent’s position, making it difficult to re-
solve the individual components. For larger dispersion
parameterψd, this becomes evenmore challenging, lead-
ing to increased MOSPA errors. For PA 2 and the cor-
responding VAs, Fig. 4 shows that all components are
well separated by their distances at the end of the agent
track, which makes it easier for PROP to correctly es-
timate the number and positions of VAs. Unlike PROP,
MP-SLAMcompletely fails to estimate the correct num-
ber of VAs for largerψd (andψu), resulting in a large car-
dinality error.This can be explained by the fact that MP-

Table II
Experiment 2: Convergence Rate and Mean Number of Estimated

VAs for Different Algorithms

Setting Convergence K̂

MP-SLAM ψd = 0.30m 20% 7.5
PROP ψd = 0.30m 100% 3.7

SLAM does not consider additional sub-components in
themeasurement and systemmodel.We suspect that this
estimation of additional spurious VAs is the reason for
the large number of divergent simulation runs.As an ex-
ample, Fig. 7 depicts the time evolution of the estimated
distances (using the PA position, the estimated VA posi-
tions, and the estimated agent positions) with according
component SNRs as well as the respective dispersion pa-
rameters for PA 1.

C. Experiment 2: Radio Signals

In this section, we use a dispersion parameter setting
of ψd = 0.3m and ψu = 0.2. The signal spectrum of the
transmit pulse s(t) has a root-raised-cosine shape with a
roll-off factor of 0.6 and a 3 dB bandwidth ofB = 1GHz.
The signal is critically sampled, i.e., Ts = 1/(1.6B), with
a total number of Ns = 161 samples, resulting in a maxi-
mum distance dmax = 60m. For the data generation, we
use Nny = 2. We perform ten simulation runs. In each
simulation run,we generate a received signal vector (see
(6)) using the main components calculated as described
in Section VI-A and uniformly distributed subcompo-
nents (see (14)).To obtain the measurements,we use the
CEDA in [19] with a detection threshold of γ = 2, i.e.,
corresponding to 6 dB [23]. For numerical stability, we
reduced the root-mean-squared bandwidth βbw for VAs
by a factor of 4 and increased the factor 1/2 in amplitude
scale parameter in (13) to 4. The convergence threshold
is dcv = 2.

Table II again summarizes the number of converged
runs and the mean number of detected VAs. For PROP,
none of the simulation runs diverged, but 80% of
the MP-SLAMs simulation runs diverged, showing that
PROP significantly outperformsMP-SLAM.The results
shown in Fig.8 follow a similar trend as the results shown
in Fig.5.The only significant difference is observed in the
RMSE of the dispersion parameter ψu, which remains
relatively large (see Fig. 8(c)). This is because the vari-
ance of the estimated normalized amplitudes provided
by the CEDA is very large. This may be explained by
two factors: (i) the CEDA also needs to estimate the
noise variance, which is only approximately covered by
the amplitude scale parameter given in (13) and (ii) the
subcomponents are very close in the delay domain, re-
sulting in strongly correlated amplitude estimates. The
steps in Fig. 8(d) and (f) are due to crossings where the
delays from two or more VAs to the agent are equal.
Hence, one of the VAs is discarded, leading to an overall
underestimated number of VAs.
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Figure 7. Estimated distances and dispersion parameters for PA 1 for a single simulation run are represented by dot markers and boxes, re-
spectively. The true components and respective dispersion parameters are indicated in red. All measurements are indicated in gray. Estimated
components and respective dispersion parameters are indicated in black.

VII. CONCLUSIONS

We have proposed a new MP-SLAM method that
can cope with multiple measurements being generated
by a single environment feature, i.e., a single VA. It is
based on a novel statistical measurement model that
is derived from the radio signal introducing dispersion
parameters to MPCs. The resulting likelihood function
model allows to capture the measurement spread origi-
nating from nonideal effects such as rough reflective sur-
faces or noncalibrated antennas. The performance re-
sults show that the proposed method is able to cope
with multiple measurements being produced per VA
and outperforms classical MP-SLAM in terms of the
agent positioning error and the map MOSPA error. We
show that multiple measurements get correctly associ-
atedwith their correspondingVA,resulting in a correctly
estimated number of VAs. Furthermore, the results in-
dicate that the proposed algorithm generalizes to the
classical MP-SLAM for a single measurement per VA.
Possible directions for future research include the exten-
sion of individual dispersion parameters for each fea-
ture as well as incorporating multiple-measurements-to-
feature data association into theMVA-basedMP-SLAM
method [46].

APPENDIX A
RADIO SIGNAL MODEL

In this section, we derive the radio signal model de-
scribed in Section III.Usually, specular reflections of ra-
dio signals on flat surfaces are modeled by VAs that are
mirror images of the PAs [1]–[4]. We start by defining
the typical channel impulse response, given for time n
and anchor j as

h( j)c,n(τ ) =
L( j)
n∑

l=1

α
( j)
l,n δ

(
τ − τ

( j)
l,n

)
. (61)

The first summand describes the LOS component and
the sum of L( j)

n − 1 the specular MPCs with their cor-
responding complex amplitudes α

( j)
l,n and delays τ

( j)
l,n , re-

spectively. In nonideal radio channels, we observe rays
to arrive as clusters [6], [7], [54], [55]. The reason for
this observation is manifold. Typical examples are non-
calibrated antennas, the scattering from a user-body as
well as nonideal reflective surfaces.Fig. 1 visualizes these
effects, introducing generic impulse responses h( j)ant,n(τ )

and h( j)surf,n(τ ). We propose to model the overall impulse
response encompassing all considered dispersion effects

Figure 8. Experiment 2:Results for converged simulation runs based on estimates from CEDA. (a) shows the RMSE of the agent position over
the whole track. (b) and (c) present the RMSE of the dispersion parameters. (d) and (g) present the map error in terms of the MOSPA for PA 1
and PA 2, respectively. (e) and (h) show the RMSE of the estimated VA positions for PA 1 and PA 2, respectively. (f) and (i) show the cardinality
error of the estimated VAs for PA 1 and PA 2, respectively.
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as

h( j)d,n(τ ) = δ(τ ) +
S( j)l∑
i=1

β
( j)
l,i,nδ(τ −ν

( j)
l,i,n

)
, (62)

where β
( j)
l,i,n ∈ R is a relative dampening variable and

ν
( j)
l,i,n is the excess delay. The presented model denotes a
marked Possion point process [55]. Its statistical prop-
erties, i.e, the distribution of ν

( j)
l,i,n, β

( j)
l,i,n, and S( j)l , are

discussed in Sections III and IV in detail. We obtain
the complex baseband signal received at the jth anchor
given by the convolution of h( j)d,n(τ ) and h

( j)
c,n(τ ) with the

transmitted signal s(t) as

s( j)rx,n =
L( j)
n∑

l=1

α
( j)
l,n

(
s(t− τ

( j)
l,n )

+
S( j)l∑
i=1

β
( j)
l,i,ns(t− τ

( j)
l,n −ν

( j)
l,i,n)

)
+ n

( j)
n (t) . (63)

The second term n
( j)
n (t) represents an AWGN process

with double-sided power spectral density N( j)
0 /2.

APPENDIX B
DATA ASSOCIATION

This section contains the detailed derivation of
the data association-related messages ϕ

[p]
kl (b

( j)
l,n ) and

ν
[p]
kl (a

( j)
kl,n). Using the measurement evaluation messages

in (35), (36), and (37), the messages ϕ
[p]
kl (b

( j)
l,n ) and

ϕ
[p]
ml (b

( j)
l,n ) are calculated by

ϕ[p]
kl
(b( j)l,n ) =

∑
a( j)kl,n∈{0,1}

ε[p](a( j)kl,n)�(a( j)kl,n,b
( j)
l,n ), (64)

ϕ
[p]
ml (b

( j)
l,n ) =

∑
a( j)ml,n∈{0,1}

ε[p](a( j)ml,n)�(a( j)ml,n,b
( j)
l,n ) (65)

for k ∈ {1, . . . ,K} with K � K( j)
n−1 and m, l ∈

{1, . . . ,M( j)
n } and are sent from factor node�(a( j)kl,n,b

( j)
l,n )

and �(a( j)ml,n,b
( j)
l,n ) to variable node b( j)l,n , respectively. By

making use of the indicator functions given in (27) and
(28), respectively, (64) and (65) are also given as

ϕ[p]
kl
(b( j)l,n = k) = ε[p](a( j)kl,n = 1), (66)

ϕ[p]
kl
(b( j)l,n 	= k) = ε[p](a( j)kl,n = 0), (67)

ϕ
[p]
ml (b

( j)
l,n = K +m) = ε[p](a( j)ml,n = 1), (68)

ϕ
[p]
ml (b

( j)
l,n 	= K +m) = ε[p](a( j)ml,n = 0). (69)

The messages in (66)–(69) can be rewritten in the form
of

ϕ[p]
kl
(b( j)l,n ) =

⎧⎨
⎩

ε[p] (a( j)kl,n = 1)

ε[p] (a( j)kl,n = 0)
, b( j)l,n = k

1, b( j)l,n 	= k
(70)

ϕ
[p]
ml (b

( j)
l,n ) =

⎧⎨
⎩

ε[p] (a( j)ml,n = 1)

ε[p] (a( j)ml,n = 0)
, b( j)l,n = K +m

1, b( j)l,n 	= K +m.

(71)

The messages ν
[p]
kl (a

( j)
kl,n) and ν

[p]
ml (a

( j)
ml,n) represent

the messages from variable node a( j)kl,n to factor node

q(x̃n, y( j)k,n
, a( j)kl,n; z( j)l,n ) and from variable node a( j)ml,n to fac-

tor node u(x̃n, y( j)m,n, a
( j)
ml,n; z( j)l,n ), respectively. ν

[p]
mm(a

( j)
mm,n)

represents themessages from variable node a( j)mm,n to fac-

tor node v(x̃n, y( j)m,n, a
( j)
mm,n; z( j)m,n). They are defined as

ν
[p]
kl (a

( j)
kl,n) =

K( j)
n∑

b( j)l,n=0

K∏
i=1
i	=k

ϕ[p]
il
(b( j)l,n )

M( j)
n∏

m=l
ϕ
[p]
ml (b

( j)
l,n ), (72)

ν
[p]
ml (a

( j)
ml,n) =

K( j)
n∑

b( j)l,n=0

K∏
i=1

ϕ[p]
il
(b( j)l,n )

M( j)
n∏

h=l
h 	=m

ϕ
[p]
hl (b

( j)
l,n ). (73)

Using the results from (70) and (71), (72) and (73) are,
respectively, rewritten as

ν
[p]
kl (a

( j)
kl,n = 1) =

K∏
i=1
i	=k

ϕ[p]
il
(b( j)l,n = k)

M( j)
n∏

m=l
ϕ
[p]
ml (b

( j)
l,n = K + k),

(74)

ν
[p]
kl (a

( j)
kl,n = 0) =

K( j)
n∑

b( j)l,n=0

b( j)l,n /∈{k,K+k}

K∏
i=1
i	=k

ϕ[p]
il
(b( j)l,n )

M( j)
n∏

m=l
ϕ
[p]
ml (b

( j)
l,n ) (75)

and

ν
[p]
ml (a

( j)
ml,n = 1) =

K∏
i=1

ϕ[p]
il
(b( j)l,n = m)

M( j)
n∏

h=l
h	=m

ϕ
[p]
hl (b

( j)
l,n = K +m),

(76)

ν
[p]
ml (a

( j)
ml,n = 0) =

K( j)
n∑

b( j)l,n=0

b( j)l,n /∈{m,K+m}

K∏
i=1

ϕ[p]
il
(b( j)l,n )

M( j)
n∏

h=l
h 	=m

ϕ
[p]
hl (b

( j)
l,n ).

(77)

Note that ϕ
[p]
kl (b

( j)
l,n = 0) = 1. By normalizing (74) by

ν
[p]
kl (a

( j)
kl,n = 0) and (76) by ν

[p]
ml (a

( j)
ml,n = 0), equivalent
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expressions for (72) and (73) are given as

ν
[p]
kl (a

( j)
kl,n)

=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∏K
i=1
i 	=k

ϕ
[p]
il (b( j)l,n=k)

∏M
m=l ϕ

[p]
ml (b

( j)
l,n=K+k)

∑K
( j)
n

b
( j)
l,n=0

b
( j)
l,n /∈{k,K+k}

∏K
i=1
i 	=k

ϕ
[p]
il (b( j)l,n )

∏M
( j)
n

m=l ϕ
[p]
ml (b

( j)
l,n )

, a( j)kl,n = 1

1, a( j)kl,n = 0.

(78)

ν
[p]
ml (a

( j)
ml,n)

=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

∏K
i=1 ϕ

[p]
il (b( j)l,n=m)

∏M
( j)
n

h=l
h 	=m

ϕ
[p]
hl (b

( j)
l,n=K+m)

∑K
( j)
n

b
( j)
l,n=0

b
( j)
l,n /∈{m,K+m}

∏K
i=1 ϕ

[p]
il (b( j)l,n )

∏M
( j)
n

h=l
h 	=m

ϕ
[p]
hl (b

( j)
l,n=K+m)

, a( j)ml,n = 1

1, a( j)ml,n = 0.

(79)

Finally, by calculating the explicit summations and mul-
tiplications in (78) and (79), it results in

ν
[p]
kl (a

( j)
kl,n)

=

⎧⎪⎨
⎪⎩

1

1+∑K
i=1
i 	=k

ϕ
[p]
il (b( j)l,n=i)+

∑M
( j)
n

m=l ϕ
[p]
ml (b

( j)
l,n=K+m)

, a( j)kl,n = 1

1, a( j)kl,n = 0,
(80)

ν
[p]
ml (a

( j)
ml,n)

=

⎧⎪⎨
⎪⎩

1

1+∑K
i=1 ϕ

[p]
il (b( j)l,n=i)+

∑M
( j)
n

h=l
h 	=m

ϕ
[p]
hl (b

( j)
l,n=K+m)

, a( j)ml,n = 1

1, a( j)ml,n = 0.
(81)
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